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NASA Earth Exchange (NEX)

« Why we built NEX?
« How we built NEX?
Y . Who gets access to NEX?

« What does NEX enable?

NEX is virtual collaborative that brings scientists and researchers
together in a knowledge-based social network and provides the
necessary tools, computing power, and data to accelerate research
and innovation.
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Earth Science Data Operations
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Drivers for an Earth Science Collaborative

Researchers spend on average 60-80% of their time dealing
with data (finding, ordering, waiting, downloading, pre-
processing...)

Moving data sets that are getting larger each year over WAN
IS getting expensive & time-consuming

Sharing knowledge (codes, intermediate results, workflows)
Is difficult. Repeated low level IT efforts waste time and
resources

No standard mechanisms for transparency and repeatability



NEX Implementation

Pleiades

NASA's fastest supercomputer

9PB of on-line storage
50PB of tape storage :
512 CPUs readily accessible, SRR
180,000 total

Centralized

Data Repository

COLLABORATION

COMPUTING

(9PB, 180,000 cores)

(over 250 members)

(over 400 TB of data)



Access to ready-to-use data

/

able data: Landsat, MODIS, AVHRR,
RMM. GRACE




Access to models/analysis tools
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Knowledge capture
Access to workflows to build upon

Widespread decline in greenness of Amazonian vegetation due
to the 2010 drought

Liang
Rarmak

hna R, Nemani,

* Compute seasonal (JAS)
standardized anomaly (2005 &
2010) for MODIS tiles
covering Amazon.

« Input files : 1) land-water
binary map, 2) C5 MOD13A2
NDVIEVI hdf files (Fel 00
to Dec, 2010).

1) Type MATLAB at the shell

2) From the MATLAB command
rompt, run the code

“C5_VI main lkm anomal:

DHR_filter_v2_SG.m™

3) Check the input and output directory

path in the beginning of the code - write

the appropriate climatology and

seasonal anomaly files for tiles

mosaicked over the Amazon region.

A working version of the code is
available at the directory
/inxsrv87.nas nasa.go

= Compute seasonal (JAS)
standardized anomaly (2005 &
2010) for the TRMM
precipitation data.
Input files: 1) 0.25 deg land
cover map, 2) TRMM 3B43
hdf data (Jan, 1998 to Dec,
2010).

1) From the MATLAB command
‘prompt, run the code
“TRMM_process_seas_anomaly_jas.m

2) Check the input and output directory
path in the beginning of the code - write
the appropriate climatology and
seasonal anomaly files for TRMM data
in the specified output path.

A working version of the code is
available at the directory
file://InxsvE-

eate map showing NDVL/

EVI anomalies for drought
affected region.

= Input files: 1) NDVIEVI
anomaly maps from Block 1,
2) Precipitation anomalies
from Block 2, 3) Land cover
map at 1km (MOD12Q1).

Qutput Results

3) Open ENVY IDL to convert native
sinusoidal projection of mosaicked map
to geographic projection — prepare the
input files.

2) From the MATLAB command
prompt, run the code
“C5_VI_2010_SDHE_QAZ_anom_bin

path in the beginning of the code - write
the EVI/ NDVI anomaly maps for the
drought affected pixels and for pixels
delineated by the land cover map

A working version of the code is
available at the directory
fil




Modeling Strategies for Adaptation to Linked Climate and Land Use Change

in the United States
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Smaller platform
for prototyping
and development
efforts

Prototype

Two 48 core
clusters

200TB storage in

Mapping changes over time in a single Landsat
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NEX Summer Program
Training the next generation Earth
scienjg®
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EARTH SCIENCE

Portal
Point of entry to NEX
collaborative environment

Networking
Document Publication

Resource Requests
Data Discovery

Runs on NAS
web servers

Component
Architecture

NEX SCIENCE USERS
LAY m

-

Sandbox
Virtualized NEX

compute environment

~N

Domain Platform

Rich semantic search
Data/Model/Tool access

[/ N DI
\\1r 1

Virtualization Support
Model and Analytic Tool
Execution

Data acquisition and
pre-processing
Data storage

Runs on dedligated NEX
servers and storage

/

_,

Environment for
Computing at scale

NAS HPC \

%

Runs on NAS
supercomputers
and storage

ACCESS TO

NEX



“INFRASTRUCTURE AS A SERVICE”
“PLATFORM AS A SERVICE”

“SOFTWARE AS A SERVICE”

“Science as a service”



“Science as a Service”
NEX members not only get access to these resources..

Computing Data Codes

Sandbox Data (450 TB) Model Codes
2 x 48 core servers, 128 GB % Landsat (>1.5M GEOS-5
163 TB storage each scenes) CESM
90 users % MODIS WRE
& TRMM RegCM
HPC % GRACE vIC

% 64 Nehalem based nodes & |CESAT BGC

Pleiades specialized queue ) CASA

. & CMIPS
12 active users ) TOPS

NCEP

450 TB storage BEAMS
& MERRA

NARR
PRISM
DAYMET

But also a large number of scientific workflows..



ALOS PALSAR 2009 SAMPLE MOSAIC

RGB Polarization Compositing
R:HH, G:HV, B:HH/HV
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Global Land Survey from Landsat
Creating portraits of the planet at 30m, 1972-2010




NEX Supporting MEaSUREs Program.
Web-enabled Landsat Data (WELD, David Roy, SDSU)

LS . Creating Global Monthly Landsat
/i Composites

Processed over 6,000 scenes each

April 2010 - month using WELD system

October 2010



MODIS / Landsat

NEX: Scientific
2010

Workflows

MODIS Archive

MODIS Archive
LEDAPS
Workflow
QA/QC Workflow

Mosaic Workflow
Composite Workflow

l

Landsat & MODIS
Surface reflectance, NDVI

P

CA Crop Water Amazon
Demand Drought
Modeling Mapping

N

Dissemination of
Results via NEX Portal

I

Requirements for new
projects

U.S. climate surfaces,
DEMs, land cover, soils,

etlc.

!

v

Carbon Cycle Models (Biome-BGC,

BEAMS, SIMCYCLE)

CASA, LPJ,

}

Modeling Workflows

!

Gross/net primary productivity,
evapotranspiration, runoff

I

MsTMIP

l

Dissemination of
Results via NEX Portal

;

Requirements for new
projects




NEX: Scientific Workflows

Archive

2012

MODIS Archive

MODIS Archive U.S. Climate Downscaled CMIP3,
LEDAPS Surfaces, DEMs, TOPOMET
or land cover, soils, Downscaled
€elc.
TOPS: QA/QC Workflow WRF CMIPS
Mosaic Workflow Workflow
Composite Workflow Carbon Cycle Models (Biome-BGC, CASA, LPJ, BEAMS,
+ SIMCYCLE, etc.), Biodiversity / niche models
Landsat & MODIS *
Surface reflectance, NDVI
/\ TOPS: Modeling Workflows + Climate Scenario
TOPS Anomaly Workflows for modeling Worgtlow
Detection Workflow LAl Biomass, Gross/net primary productivity, evapotranspiration, runoff
Disturbance, Spp. Niche,
l uoT = l' 1 !
\ 4
MsTMIP .
USGS DWR N. American Forest PN U.S. LAI/ NPS Climate
Fallowed Land Dynamics (NAFD) Biomass PEEE———— Climate . Change
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>
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Requirements for new projects




GitNEX.
Historical AVHRR Data Analysis

= GIMMS AVHRR NDVI, 1982 — 2011
= Special issue of open journal "Remote Sensing”
= 35 manuscripts in preparation

= All codes, intermediate results to be available on
NEX

= All workflows used in generating the manuscripts
will be available on NEX

= Focus on phenology, global productivity and
climate model diagnostics

(c) 1982 - 2010




Summary

® Lowers the barrier of entry (co-locating data, model
codes, and compute resources).

® Allows knowledge sharing (through workflows and
virtual machlnes%.

® Provides a framework for transparency,
reproducible/verifiable results.

® Platform for prototyping or extending applications.

® THINK BIG!



